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ABSTRACT

In this paper we propose a view based approach to recognize
humans when engaged in some activity. The width of the
outer contour of the binarized silhouette of a walking person
is chosen as the image feature. A set of exemplars that occur
during an activity cycle is chosen for each individual. Us-
ing these exemplars a lower dimensional Frame to Exemplar
Distance (FED) vector is generated. A continuous HMM
is trained using several such FED vector sequences. This
methodology serves to compactly capture structural and dy-
namic features that are unique to an individual. The statisti-
cal nature of the HMM renders overall robustness to repre-
sentation and recognition. Human identification performance
of the proposed scheme is found to be quite good when tested
on outdoor video sequences collected using surveillance cam-
eras.

1. INTRODUCTION

The need for automated person identification is growing in
many applications such as surveillance, access control and
smart interfaces. It is well-known that biometrics can be a
powerful cue for reliable automated person identification. Es-
tablished biometric-based identification techniques include
fingerprint and hand geometry methods, speaker identifica-
tion, face recognition and iris identification. However, the
applicability of all these methodologies is usually restricted
to very controlled environments. For example, current face
recognition technology is capable of recognizing only frontal
or nearly frontal faces and speaker identification requires the
subject to speak sufficiently long. When the problem of per-
son identification is attempted in natural settings, such as those
that occur in the automatic surveillance of people in strate-
gic areas, it takes on a new dimension. Biometrics such as
fingerprint or iris are then no longer applicable. It is inter-
esting to explore biometric signatures which can be obtained
non-invasively from a distance. We explore the possibility
of using commonly performed activities e.g. a person walk-
ing, a person carrying a package while walking or a person
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running etc. as a biometric signature. For instance, we know
from experience that people often recognize others by sim-
ply observing the way they walk. This raises the question of
whether body dynamics are sufficiently distinct across hu-
mans. Note that like speaker identification the focus here is
on characterizing the identity of the person performing the
activity as compared to the related problem of activity recog-
nition [1, 2, 3].

In this paper we propose a view based method to char-
acterize the way an individual performs a specific activity.
We note that activity has two components : a structural com-
ponent that comprises factors like height, girth of a person,
stride length etc and a dynamical component e.g. the way a
person swings his arms,legs etc.. Our approach attempts to
integrate these two components for representation and iden-
tification. During the course of an activity we identify cer-
tain key frames or exemplars from the sequence that capture
the structural information. Exemplars have been used for vi-
sual tracking in Toyama and Blake [4] and video summa-
rization in Frey and Jojic [5]. Our use of exemplars differs
from these applications in that our primary goal is recogni-
tion. Using the exemplars we map each frame in the video
sequence to a lower dimensional Frame to Exemplar distance
(FED) vector. Using many such FED vector sequences for
the individual, we train a continuous density hidden Markov
model which captures the dynamic information. The exem-
plars together with the HMM jointly serve as a succinct rep-
resentation of the individual. In order to identify an unknown
person we obtain his/her FEDs corresponding to each sub-
ject in the database and compute the likelihood that the FEDs
were generated by the HMMs in the database. The approach
has been tested using a few commonly performed activities
and the recognition rates have been found to be quite good.

2. PROPOSED METHODOLOGY

We assume that the camera is stationary and that only one
person is present in the field of view. Using background sub-
traction [6] we obtain the silhouettes of the person. The left



and right boundaries of the body are traced by examining the
pixel intensities with a weighted low pass filter from left-
most and rightmost ends of the image. The width of the sil-
houette along each row of the image is then stored after out-
liers have been rejected. The width along a given row is sim-
ply the difference in the locations of rightmost and leftmost
boundary pixels in that row. This ”width” feature has the
advantage of ease of representation and low computational
cost.

Let
������� 	�
��� ����� 	� � � ����� 	� ������� � ����� 	� � denote the sequence

of width vectors corresponding to the activity ��� where � 
� ��������� � for the person ! where ! 
"� �������#� $ and % de-
notes the (variable) length of the activity cycle. We drop
the superscript �&� henceforth for the sake of brevity. Using��� � � 	

, we wish to build a model which can be used for the
task of recognition. Typically

�('
belongs to a high dimen-

sional space and shows strong temporal dependencies and
modeling it is a challenging problem.

2.1. Exemplars: The Structural Aspect

One possible solution to the problem of representation and
recognition of humans from activity lies in a closer examina-
tion of the physical process behind the generation of that ac-
tivity. For example, consider the example of a person walk-
ing. During a walk cycle, it is possible to identify certain dis-
tinct stances ) 
+* � �������(� *-, . Figure 1 shows the stances for./
10

for two different people. These stances are generic,
in the sense that every person transits between these succes-
sive stances as he/she walks. They represent the structural
component of identity. In general, given the sequence

��� � � 	
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we wish to pick exemplars which will optimally represent
the activity.

For a fixed
.

we use the K-means clustering algorithm
with a weighted mean-squared error distortion measure to
design the codebook. The distortion measure is made in-
variant of translations in the

�
and 2 directions. The tem-

poral continuity of the training sequence can be exploited to
choose the initial centroids. In order to choose

.
we com-

puted the average distortion as a function of
.

and plotted
the rate distortion curve (Figure 2). We found that the aver-
age distortion does not change appreciably beyond

.3
10
.

Hence we choose the number of exemplars
.

to be 5. Note
that it is possible to have other representations of the exem-
plars. For example, the entire silhouette in each image can
be looked upon as an entity and other appropriate distortion
measures invariant to specific image transformations can be
used. Examples include the Hausdorff distance, shuffle dis-
tance [7] etc. In general the distortion measure can be ex-
pressed as :
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where @ is a generalized distortion measure. C � �������#� C E rep-

resent a set of invariants and % represents a transformation
matrix which depends on the C � ’s e.g. in the case of Eu-
clidean similarity I 
KJ C � 
KL

, where
L

is the offset,

C � 
+M
where

M
is the angle of rotation and CON 
QP

where
P

is the scaling and
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2.2. HMM: The Dynamic Aspect

The exemplars that we extract from the activity sequence can
themselves be used in a naive way for recognition using the
quantization error of an incoming frame as a measure of near-
ness to an element in the database. However such an ap-
proach will be sensitive to noise in the observations and more
importantly to the presence of structurally similar individu-
als in the database. To improve the discriminability, the dy-
namics of the data can be exploited. We note that there is a
Markovian dependence across exemplars, through a Markov
matrix

� 
1W X B * � B�YZG�[ * 	 B�Y�\ � G:GV] (1)

for � � !_^ �`� �������(� . � Also we model the observation vector
generated when we are ”near” a particular exemplar as being
generated by a Gaussian density.

$ B � [ * 	 G 
ba B �Oced 	 � f 	 G (2)

The activity cycle (possibly of varying length) can be viewed
as a doubly stochastic process in which the hidden process
is represented by the transitions across the exemplars, while
the observable is the body image generated when near a par-
ticular exemplar. An HMM is best suited for describing such
a situation [8]. It is our conjecture that these exemplars can
be associated with the states of an HMM where the switch
from one exemplar to another can be represented by transi-
tion probabilities between states. Training involves learning
the HMM parameters g 
 B � � h��Zi G from the observation
sequences. Here � denotes the transition probability matrix,h is the observation probability and i is the initial probabil-
ity vector.

One of the important issues in training is learning the ob-
servation probability h . As is well known in statistical pat-
tern recognition, the reliability of the estimates of the ele-
ments of the h matrix depend on the number of training sam-
ples and the dimension of the observation vector (the curse
of dimensionality). This issue is addressed as follows:

We compute the (translation-invariant)weighted Euclidean
distance between

� BjYZG from
* � ^b) to build a Frame to Ex-

emplar Distance (FED) k B�YZG which serves as a lower(
.

-)dimensional
representation of the image at time Y i.e. we compute

k 		 BjYZG 
 [�[ � 	 BjYZGO\ * 	 E [�[ l (3)
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Fig. 1. Five stances corresponding to the gait cycle of a) Per-
son 1 and b) Person 2.
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Average Rate Distortion curve for UMD database

Fig. 2. Rate Distortion curve for number of exemplars vs
distortion

where ! denotes the person, Y ^ �?� ��������� % � IO^ �`� ��������� . �
and m denotes the weighting matrix. The weighting matrix
can be used to reflect the relative importance of different re-
gions of the body.

Thus, k 		 BjYZG constitutes an observation vector for the HMM
model corresponding to person ! . Similarly, k �	 BjYZG represents
the observation sequence of the person � encoded in terms of
the exemplars of person ! . Note that the dimension of k 		 B=n�G
is only

.
. We build the HMM for person ! using several

such training cycles. The exemplars ) 	�
o�p* � �������#� *A, � to-
gether with the HMM g 	 jointly serve as the representation
for the identity of the person ! .

2.3. Recognition

The FED vector has several important characteristics. Firstly,
note that by virtue of self-similarity, the encoding of a width
vector of person ! in terms of the width vectors of the ex-
emplars of person ! will yield a lower Euclidean distance
than when it is encoded in terms of the width vectors of per-
son � . Thus, loosely speaking, structural information is em-
bedded in the FED vector. Secondly, the manner in which
each component of this vector evolves with time encodes the
transitional information unique to a person. This transitional
information could be the key factor that can distinguish be-
tween two individuals who are structurally similar. The over-
all effectiveness of the FED observation vector in encoding
the structural and transitional information is demonstrated in
the experimental section.

In order to recognize the unknown person
L

, the FED
vector k(q	 B�YZG is computed for all !r^ �`� �������s�Z$ � . We wish
to compute the likelihood that the observation sequence k�q	
was generated by the HMM corresponding to the ! th per-
son. This can be deciphered by using the forward algorithm
which computes this log probability as

$ 	 
ut�vxw B $ B k q	 [ g 	 GeG (4)

Here g 	 is the HMM model corresponding to the person ! .
We repeat the above procedure for every person in the database
thereby producing $ 	 � !y^ �`� �������(�Z$ � . Suppose that the un-
known person was actually person z . We would then expect$O{ to be the largest among all $ 	 ’s , as explained above.

3. EXPERIMENTAL RESULTS

Our experiments were aimed at finding how our methodol-
ogy performs, with variations in parameters like size of database,
speed of performing the activity, clothing and illumination.
We considered subjects performing the following activities :
normal walk, slow walk on a treadmill, fast walk on a tread-
mill and walking with an object in hand. We used the fol-
lowing databases

1. UMD database consists of 43 people walking in a T-
shaped path. The data was captured by a surveillance
camera mounted at a height of approximately 15ft. Each
subject has two sequences captured on different days.

2. CMU MoBo database consists of 25 people walking
on a treadmill. Each subject has 3 sequences : slow
walk, fast walk and walk when carrying a ball.

Training:

Silhouettes of the person performing an activity are extracted
using the silhouette extraction procedure described in Sec-
tion 2. We parse the video sequence in two steps: In the first
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Results on the UMD database (# of cycles: train:10 test:10)
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Results on the CMU database

Train on fast walk (8 cycles); test on fast walk(8 cycles))
Train on slow walk(8 cycles); test on slow walk(8 cycles)) 
Train on fast walk (8 cycles) ; test on slow walk(8 cycles)
Train on slow walk (8 cycles);test on fast walk(8 cycles)  
Train on ball walk (8 cycles); test on ball walk(8 cycles) 

(a) (b)

Fig. 3. Identification Performance for (a) UMD database (b) CMU database

parse, we compute the width vector for each frame and iden-
tify the start frame of the activity cycle (this is done by iden-
tifying local minima of the norms of the width vectors). In
the second parse, the FEDs are computed using the exem-
plars which are identified through k-means clustering. Note
that each activity cycle may be of different lengths e.g. dur-
ing a natural walk a person changes his speed from cycle
to cycle. Our methodology is capable of directly handling
such variations and does not require an explicit time normal-
ization like [1]. We trained a 5-state, single Gaussian, er-
godic HMM g(� for each person � . For error estimation hold-
out method was used.

Recognition:

To perform recognition, given the activity cycles of an un-
known person

L
; exemplars ) 	 and HMMs models g 	 , for!_^ �`� �������=$ � we generate $ sets of FED vector sequences

using the width vectors
� q B�YZG together with each of the

* 	 ,!�^�`� �������|$ � . For a given FED vector sequence k(q	 BjYZG , we wish
to compute the likelihood that model for subject � generated
it. For the sake of computational efficiency the Viterbi al-
gorithm is used instead of the forward algorithm to compute$ � in eqn 3. We then rank order the person indices in de-
scending order of the posterior probabilities. Intuitively, the
probability $ { will be the largest among $ � �������#� $ ,

if the
unknown person

L
is z , since the patterns of structural and

transitional information for
L

will be the closest to those ofz . The procedure is repeated for several activity cycles and
the similarity scores are averaged. The graph of rank vs cu-
mulative match scores [9]is plotted . Figure 3 shows the recog-

nition performance for the UMD and CMU databases.
Discussion:

It is natural for a person to change his speed of walking with
time. The use of HMM enables us to deal with this variabil-
ity without explicit time normalization.

We trained the models using the slow walk on the tread-
mill and tested the fast walk sequences on the treadmill for
the CMU database. Observe that the results on CMU database
when the HMM is trained using cycles from slow walk and
tested using cycles from fast walk, the result is poor com-
pared to the situation when the training and testing scenarios
are reversed. This suggests that the model learnt from slow
walk is less realistic when trying to model fast walk. In an
effort to understand this we ran an experiment whereby we
artificially increased the number of frames per activity cycle
using interpolation and observed the resulting HMM. It was
seen that the � matrix tends towards diagonal dominance.
As is well known, this occurs because the basic HMM struc-
ture models persistence in a particular state through self loops
and hence a geometric distribution. Clearly the geometric
distribution does not represent a realistic description of the
state duration density in our activity modeling problem. It
would be of interest to explicitly model the state duration
density as has been done for speech [10]. For the case of
training with fast walk and testing on slow walk the dip in
performance is caused due to the fact that for some individ-
uals and as biomechanics also suggests there is a consider-
able change in body dynamics and stride length as a person
changes his speed. The result for the UMD database reveals
that the performance of the method does not degrade with



an increase in the database size. However the slight drop in
performance is due to drastic changes in clothing conditions
of some subjects and changes in illumination(causing very
noisy binarized silhouettes).

The performance curve for the case where people are car-
rying a ball in their hands was found to be better than the
recognition performance on slow walk and fast walk in the
CMU database.

4. CONCLUSION

In this paper, we have proposed a joint exemplar-HMM based
approach to represent and recognize humans from activity.
A low dimensional observation sequence(FED) is derived
from the silhouette of the body during an activity cycle and
then a HMM is trained for each person. Human identifica-
tion is performed by evaluating the log-probability that a given
observation sequence was generated by an HMM model.

The method was tested on two different databases. In
general, the recognition rates were found to be good. As an-
ticipated, drastic changes in clothing adversely affects recog-
nition performance. The method is sensitive to changes in
viewing angle beyond ten degrees. The method is reason-
ably robust to changes in speed. In the case of human gait
recognition we observed in some cases that the stride length
changed appreciably with walking speed causing a slight drop
in the recognition performance. We observed that the recog-
nition performance for the case of subjects carrying a ball
was better than the case of subject walking. This suggests
that it might be worthwhile to evaluate the relative signif-
icance of the movements of different body parts during an
activity.

Presently we are looking at ways to make the scheme in-
variant to viewing angle and scale which might occur due to
the use of multiple cameras. We are also exploring the use
of better image metrics to make the FED vector more infor-
mative as also appropriate means to model the state duration
density . It should be stressed here that the scheme has the
potential to distinguish between humans and non-humans.
It can also be extended to classify different activities such
as walking and running. We are exploring the possibility of
activity independent person identification.
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