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SYSTEMAND METHOD FOR ANALYZING 
AN ELECTROPHYSIOLOGICAL SIGNAL 

FIELD OF INVENTION 

The present invention relates to a system and method for 
analyzing an electrophysiological signal, in particular, for 
classifying and segmenting the electrophysiological signal. 

BACKGROUND OF INVENTION 

An electrophysiological signal represents an electrical 
activity of a part of a body of a patient. For example, it can 
include electrical activities of a heart or neurons and the like. 
Thus, the electrophysiological signals are used for diagnosis 
of abnormalities of the part of the body the signal is associated 
with. Diagnosis of abnormalities using electrophysiological 
signals requires classification and segmentation of the elec 
trophysiological signals. Classification of the electrophysi 
ological signal into a morphological class is an important 
clinical parameter in identifying the type of abnormality. 
Segmentation of the electrophysiological signal provides the 
points of onset and offset of portions of the electrophysiologi 
cal signal which correlate with the electrical activity of the 
body part. 

SUMMARY OF THE INVENTION 

In view of the foregoing, an embodiment herein includes a 
system for analyzing an electrophysiological signal compris 
ing a system for analyzing an electrophysiological signal, 
comprising an acquisition device for acquiring a test electro 
physiological signal associated with an anatomical part of a 
patient, and a processor configured to divide a cycle of the test 
electrophysiological signal into test time windows, compare a 
test signal value of each of the test time windows with a 
reference signal value of the reference time windows of one or 
more reference segments of the respective representations 
representing respective predetermined morphological classes 
to obtain a difference between the test signal value of each of 
the test time windows and the reference signal value of the 
reference time windows of the one or more reference seg 
ments, the one or more reference segments being formed 
using respective training data, define grid points associated 
with respective test time windows, respective reference time 
windows and respective differences, obtain a warping path 
over test time windows using the grid points non-linearly in a 
predetermined order, Sum differences along the grid points of 
each of the warping paths corresponding to each of the 
respective representations to obtain a cumulative distance for 
each of the warping paths, and classify the test electrophysi 
ological signal into one of the respective predetermined mor 
phological classes corresponding to the warping path of the 
respective representation having the least cumulative dis 
tance. 

Another embodiment includes, a system for analyzing an 
electrophysiological signal, comprising, an acquisition 
device for acquiring a test electrophysiological signal asso 
ciated with an anatomical part of a patient, a memory device 
having stored therein respective representations representing 
respective predetermined morphological classes, each of the 
respective representations formed using one or more refer 
ence segments, each of the one or more reference segments 
being formed using respective training data, each of the ref 
erence segments comprising reference time windows and a 
processor configured to divide a cycle of the test electrophysi 
ological signal into test time windows, compare a test signal 
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2 
value of each of the test time windows with a reference signal 
value of the reference time windows of the one or more 
reference segments to obtain a difference between the test 
signal value of each of the test time windows and the refer 
ence signal value of the plurality of reference time windows 
of the one or more reference segments, define grid points 
associated with the respective test time windows, respective 
reference time windows and respective differences, obtain a 
warping path over test time windows using grid points non 
linearly in a predetermined order, Sum differences along the 
gridpoints of each of the warping paths corresponding to each 
of the respective representations to obtain a cumulative dis 
tance for each of the warping paths, and classify the test 
electrophysiological signal into one of the respective prede 
termined morphological classes corresponding to the warp 
ing path of the respective representation having the least 
cumulative distance. 

In accordance with another aspect of the invention, a 
method of analyzing an electrophysiological signal is pro 
vided, wherein the method comprises, acquiring a test elec 
trophysiological signal associated with an anatomical part of 
a patient, dividing a cycle of the test electrophysiological 
signal into test time windows, comparing a test signal value of 
each of the test time windows with a reference signal value of 
reference time windows of one or more reference segments of 
respective representations representing respective predeter 
mined morphological classes to obtain a difference between 
the test signal value of each of the test time windows and the 
reference signal value of the reference time windows of the 
one or more reference segments, the one or more reference 
segments being formed using respective training data defin 
ing grid points associated with the respective test time win 
dows, respective reference time windows and respective dif 
ferences, obtaining a warping path over the test time windows 
using the grid points non-linearly in a predetermined order, 
Summing differences along the grid points of each of the 
warping paths corresponding to each of the respective repre 
sentations to obtain a cumulative distance for each of the 
warping paths, and classifying the test electrophysiological 
signal into one of the respective predetermined morphologi 
cal classes corresponding to the warping path of the respec 
tive training model having the least cumulative distance. 

BRIEF DESCRIPTION OF THE DRAWINGS 

The present invention is further described hereinafter with 
reference to exemplary embodiments shown in the accompa 
nying drawings, in which: 

FIG. 1 illustrates a block diagram of a system for analyzing 
an electrophysiological signal according to an embodiment 
herein; 

FIG. 2 illustrates a flow chart of a process for analyzing a 
test electrophysiological signal according to an embodiment 
herein; 

FIG. 3 is a prior art showing an exemplary plot 100 repre 
sentative of a human Electrocardiogram (ECG) signal as an 
example of an electrophysiological signal; 

FIG. 4 illustrates an example of a representation represent 
ing a morphological class according to an embodiment 
herein; 

FIG. 5 illustrates a block diagram of a system for generat 
ing a representation stored at a memory device according to a 
first embodiment herein; 

FIG. 6 is a flow diagram illustrating one embodiment of a 
method of generating a representation using reference seg 
ments by averaging corresponding portions of electrophysi 
ological signals: 
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FIG. 7 is a graphical representation of an example of local 
continuity constraint for computing a distance; 

FIG. 8 is an exemplary graphical representation illustrating 
mapping of characteristic vectors of similar portions of test 
data with an average time structure; 

FIG. 9A illustrates a graphical representation of an 
example of comparison of a representation comprising con 
catenated reference segments and a cycle of the test electro 
physiological signal; 
FIG.9B illustrates an example of a warping path obtained 

according to the embodiments described herein; 
FIGS. 9C and 9D illustrate exemplary representations for 

obtaining a warping path using real numbers; 
FIG. 10 illustrates an exemplary graphical representation 

of classification of the test electrophysiological signal to the 
morphological class for which a warping path has the least 
cumulative distance; 

FIG. 11 illustrates an exemplary graphical representation 
of segmentation of the test electrophysiological signal; 

FIG. 12 illustrates a flow chart of a process used by a 
system for analyzing an electrophysiological signal accord 
ing to an embodiment herein; and 

FIG.13a through FIG. 13e provides graphical representa 
tion of experiment results of classification and segmentation 
for ECG signals with respect to different morphological 
classes obtained using the embodiments described herein. 

DETAILED DESCRIPTION OF INVENTION 

The embodiments herein and the various features and 
advantageous details thereof are explained more fully with 
reference to the non-limiting embodiments that are illustrated 
in the accompanying drawings and detailed in the following 
description. Descriptions of well-known components and 
processing techniques are omitted so as to not unnecessarily 
obscure the embodiments herein. The examples used herein 
are intended merely to facilitate an understanding of ways in 
which the embodiments herein may be practiced and to fur 
ther enable those of skill in the art to practice the embodi 
ments herein. Accordingly, the examples should not be con 
Strued as limiting the scope of the embodiments herein. 

Embodiments described herein provide a robust solution 
for automated classification and segmentation of an electro 
physiological signal. The segmentation and classification of 
the electrophysiological signal is performed by non-linearly 
comparing the electrophysiological signal with representa 
tions formed using training data in a predetermined order. 

In the context of the discussion herein, certain terms have 
been defined/explained as mentioned below: 

The term “predetermined morphological classes” or “mor 
phological classes as used in the context of the illustrated 
embodiments refers to different medical conditions of the 
anatomical part of the patient which can be determined using 
the electrophysiological signal representing the anatomical 
part. 
The term “cycle' as used in the context of the illustrated 

embodiments refers to one period of the electrophysiological 
signal as electrophysiological signals are periodic in nature. 
The term “representation' as used in the context of the 

illustrated embodiments represents training data correspond 
ing to a morphological class. 
The term “distance' in general as used in the context of the 

illustrated embodiments defines a measure of dissimilarity 
between two signals. 

The term 'summing distances along the warping path’ as 
used in the context of the illustrated embodiments refers to 
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4 
accumulating the distances along the warping path. The dis 
tances can be accumulated along the pointers of the warping 
path. 
The term "cumulative distance' as used in the context of 

the illustrated embodiments is the accumulated differences 
with respect to a sequence of grid points along the warping 
path. 
The term “compare non-linearly as used in the context of 

the illustrated embodiment refers to expanding or compress 
ing portions of signals so that the portions are aligned for 
comparison. 
The term “predetermined order” as used in the context of 

the illustrated embodiment refers to the continuity constraint 
of the physical nature of the patterns to be compared. The 
patterns herein refer to the cycle of the test electrophysiologi 
cal signal and the reference segments of the representations. 
The term “warping path’ as used in the context of the 

illustrated embodiment refers to a path obtained by tracking 
the grid points obtained by comparing the cycle of the test 
electrophysiological signal with the reference segments of a 
representation. 
The term “reference segment as used in the context of the 

illustrated embodiment represents one or more similar por 
tions of the training data corresponding to each of the mor 
phological classes. 
The term "characteristic vector” as used in the context of 

the illustrated embodiment represents a signal value in a 
particular time instance. 
The term “forced aligned onepass dynamic programming 

algorithm' as used in the context of the illustrated embodi 
ment refers to an onepass dynamic programming algorithm 
using which transition from one portion to another portion of 
a signal is performed in a predetermined order. 
The term “intersection of warping path with boundary of a 

reference segment as used in the context of the illustrated 
embodiment refers to the point at which the warping path 
obtained intersects with the boundary of the reference seg 
ment of the representation. 
The term “time window' as used in the context of the 

illustrated embodiment refers to a particular time instance of 
a signal. 
The term “test electrophysiological signal” as used in the 

context of the illustrated embodiment refers to an electro 
physiological signal representing electrophysiological activ 
ity of an anatomical part of a patient under diagnosis. 

FIG. 1 illustrates a block diagram of a system 10 for ana 
lyzing an electrophysiological signal according to an embodi 
ment herein. The “electrophysiological signal used herein 
includes any signal representing electrical activity of an ana 
tomical part of a patient. The electrophysiological signal is 
periodic in nature and, includes, but is not limited to, an 
electrocardiography signal, an intra-cardiac electrocardio 
graphy signal, an electroencephalography signal, an electro 
corticography signal, an electromyography signal, an elec 
trooculography signal, an electroretinography signal, an 
electroantennography signal, and an audiology signal. The 
system 10 includes one or more processing devices (e.g., 
workstations, computers or portable devices Such as note 
books, Personal Digital Assistants, phones) 15 that individu 
ally include memory 20, user interface 25 and a display 30. 
The system 10 also includes an acquisition device 40, a pro 
cessor 50, and a memory device 55. The display 30 of the 
processing device 15 can be used for presenting images to a 
clinician. According to an aspect, a plurality of representa 
tions representing a plurality of respective predetermined 
morphological classes can be stored at the memory device55. 
The predetermined morphological classes are the different 
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medical conditions of the anatomical part of the patient which 
can be determined using the electrophysiological signal rep 
resenting the anatomical part. For example, the predeter 
mined morphological classes can include, (a) healthy, (b) 
disease A, (c) disease B, (3) disease C, etc. 
The acquisition device 40 acquires a test electrophysi 

ological signal 45 associated with a part of a body of a patient. 
The test electrophysiological signal 45 is an electrophysi 
ological signal representing electrophysiological activity of 
an anatomical part of a patient under diagnosis. The test 
electrophysiological signal 45 may be received directly from 
electrodes coupled to the patient or may be transmitted 
remotely from the electrodes via any intermediate means. In 
certain aspects, the test electrophysiological signal 45 may be 
detected using optical means and the acquisition device 40 
can acquire the detected test electrophysiological signal 45 
from the optical detectors. The acquisition device 40 pre 
processes the test electrophysiological signal to detect a 
single cycle of the test electrophysiological signal 45. The 
single cycle of the test electrophysiological signal 45 detected 
is provided to the processor 50. On receiving the cycle of the 
test electrophysiological signal 45, the processor 50 is con 
figured to divide the cycle into a plurality of time windows, 
hereinafter, referred to as test time windows. Thereafter, the 
processor 50 is configured to compare the signal values of the 
test time windows with a reference signal value of a plurality 
of reference time windows of one or more reference segments 
with each of the representations to obtain a difference 
between the test signal value of each of the test time windows 
and the reference signal value of the reference time windows 
of the reference segments. The processor 50 is further con 
figured to define grid points associated with each of the 
respective test time windows, respective reference time win 
dows and the respective differences. Using the grid points 
defined, the processor 50 in configured to obtain a warping 
path over all the test time windows for each of the represen 
tations, non-linearly in a predetermined order. The differ 
ences associated with the grid points along the warping paths 
are summed by the processor 50 with respect to each of the 
representations to obtain a cumulative distance for each of the 
warping paths. The cumulative distance is the Sum of the 
differences associated with grid points along the warping path 
and provides a measure of dissimilarity between the reference 
segments of the representation and the cycle of the test elec 
trophysiological signal. The cumulative distances of the 
warping paths are analyzed by the processor 50 for classifi 
cation of the test electrophysiological signal 45. The proces 
sor 50 classifies the electrophysiological signal to the mor 
phological class corresponding to the warping path of the 
representation having the least cumulative distance. Accord 
ing to an embodiment, the processor 50 can be further con 
figured to segment the cycle of the test electrophysiological 
signal 45 based on the warping path having the least cumu 
lative distance. 
A "processor as used herein is a device for executing 

machine-readable instructions stored on a computer readable 
medium, for performing tasks and may comprise any one or 
combination of hardware and firmware. A processor may also 
comprise memory storing machine readable instructions 
executable for performing tasks. A processor acts upon infor 
mation by manipulating, analyzing, modifying, converting or 
transmitting information for use by an executable procedure 
oran information device, and/or by routing the information to 
an output device. A processor may use or comprise the capa 
bilities of a controller or microprocessor, for example, and is 
conditioned using executable instructions to perform special 
purpose functions not performed by a general purpose com 
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6 
puter. A processor may be coupled (electrically and/or as 
comprising executable components) with any other processor 
enabling interaction and/or communication there-between. A 
user interface processor or generator is a known element 
comprising electronic circuitry or Software or a combination 
of both for generating display images or portions thereof. A 
user interface comprises one or more display images enabling 
user interaction with a processor or other device. 
An executable application, as used herein, comprises code 

or machine readable instructions for conditioning the proces 
Sor to implement predetermined functions, such as those of an 
operating system, a context data acquisition system or other 
information processing system, for example, in response to 
user command or input. An executable procedure is a segment 
of code or machine readable instruction, Sub-routine, or other 
distinct section of code or portion of an executable applica 
tion for performing one or more particular processes. These 
processes may include receiving input data and/or param 
eters, performing operations on received input data and/or 
performing functions in response to received input param 
eters, and providing resulting output data and/or parameters. 
The instructions for performing the functions described 

herein can be stored at a computer-readable medium provid 
ing program code for use to the processor. For the purposes of 
this description, a computer readable medium can be any 
apparatus that can comprise, Store, communicate, propagate, 
or transport the program for use by or in connection with the 
processor. The medium can be an electronic, magnetic, opti 
cal, electromagnetic, infrared, or semiconductor System (or 
apparatus or device) or a propagation medium. Examples of a 
computer-readable medium include a semiconductor or Solid 
state memory, magnetic tape, a removable computer diskette, 
a random access memory (RAM), a read-only memory 
(ROM), a rigid magnetic disk and an optical disk. Current 
examples of optical disks include compact disk-read only 
memory (CD-ROM), compact disk-read/write (CD-R/W) 
and DVD. 

FIG. 2 illustrates a flow chart of a process for analyzing a 
test electrophysiological signal according to an embodiment 
herein. The test electrophysiological signal 45 of FIG. 1 can 
be obtained from the body of the patient using electrophysi 
ological techniques. Such as, for example, using electrodes or 
by optical means. At step 60, the test electrophysiological 
signal 45 of FIG. 1 representing electrical activity of a bodily 
part of a patient is acquired by the acquisition device 40 of 
FIG. 1. At step 70, the acquisition device 35 processes the 
electrophysiological signal to perform signal precondition 
ing, and single cycle detection to obtain a single cycle of the 
test electrophysiological signal 45. As the electrophysiologi 
cal signals are periodic in nature, one period of the signal is 
referred herein as a cycle. Next at step 72, the processor 50 
divides the cycle of the test electrophysiological signal 45 
into a plurality to time windows, hereinafter referred to as test 
time windows. Moving next to step 75, the processor 50 
obtains the representations from the memory device 55. Next, 
at step 80, the processor 50 compares the signal values of the 
test time windows with a reference signal value of a plurality 
of reference time windows of one or more reference segments 
of each of the representations to obtain a difference between 
the test signal value of each of the test time windows and the 
reference signal value of the reference time windows of the 
reference segments. Moving next to step 82, grid points asso 
ciated with each of the respective test time windows, respec 
tive reference time windows and the respective differences 
are defined. Next at step 83, a warping path is obtained over 
all test time windows using the grid points non-linearly in a 
predetermined order. At step 84, the differences associated 
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with grid points along the warping path are Summed to obtain 
a cumulative distance for each of the warping paths. Next at 
step 85, the processor 50 identifies the warping path having 
the least cumulative distance and classifies the electrophysi 
ological signal to the morphological class corresponding to 
the representation of which the warping path has the least 
cumulative distance. In an aspect, at step 90, the cycle of the 
electrophysiological signal 45 is segmented by the processor 
50 based on the warping path having the least cumulative 
distance. 

FIG. 3 is a prior art, showing an exemplary plot 100 rep 
resentative of a human Electrocardiogram (ECG) signal as an 
example of an electrophysiological signal, wherein the axis 
105 represents an electrical voltage (V) associated with heart 
electrical activity of a patient as measured by an ECG elec 
trode and the axis 110 represents time (Ins). From the illus 
trated example of ECG 100, it can be observed that a single 
cycle of an ECG signal comprises a plurality of portions. A 
deflection 115 is known as a “P-wave' and is a resultant of 
excitation of the atria of the heart. Deflections 120, 125 and 
130 are known as “Q-wave.” “R-wave.” and "S-wave' respec 
tively. The Q-wave, R-wave and S-wave in the ECG wave 
form result from excitation (de-polarization) of the ventricles 
of the heart and are hence collectively referred to as a QRS 
complex. It should be noted that not every QRS complex 
contains a Q-wave, an R-wave, and an S-wave. By conven 
tion, any combination of these waves can be referred to as a 
QRS complex. Deflection 135 is known as a “T-wave' and is 
a resultant of recovery (repolarization) of the ventricles. The 
temporal distance on the ECG waveform from the peak point 
140 of a first R-wave 125 to the peak point 140A of a next 
R-wave 125A is known as an R-R or inter-beat interval. The 
time duration of the R-R interval referred to as a cardiac cycle 
or a heartbeat cycle. 

The portion 145 of ECG 100 between the end of the S-wave 
130 and the beginning of T-wave 135 is known as an ST 
segment. A point 150, referred to as a J-point, marks the end 
of the QRS complex and is used to indicate the beginning of 
ST segment 145. The portion 155 of ECG waveform between 
the end of T-wave 135 of one heartbeat cycle and the begin 
ning of P-wave 115A of the successive heart beat cycle is 
referred to as a TP segment. The portion 160 of ECG wave 
form between the end of P-wave 115 and the beginning of the 
QRS segment is referred to as a PQ segment. The TP and PQ 
segments include generally iso-electric (i.e., flat) portions of 
the ECG resulting from insignificant heart electrical activity 
during such time intervals. 

FIG. 4 illustrates an example of a representation 161 rep 
resenting a morphological class according to an embodiment 
herein. In the shown example of FIG. 4, the representation 
161 comprises reference segments referred to as REF SEGA, 
REFSEGB, REF SEG C, REF SEGD, REF SEG E and REF 
SEGF designated as 163A, 163B, 163C, 163D, 163E, 163F 
respectively. The reference segments 163A, 163B, 163C, 
163D, 163E, 163F comprise a plurality of reference time 
windows and each of the reference time windows comprises 
one or more characteristic vectors 165. The lines designated 
as 167A, 167B forms the boundary of the reference segment 
163A. Similarly, the boundaries of the reference segment 
163B are 167B, 167C, of reference segment 163C are 167C, 
167D, of reference segment 163D are 167D, 167E, of refer 
ence segment 163E are 167E. 167F, and of reference segment 
163F are 167F, 167G. 

FIG. 5 illustrates a block diagram of a system 168 for 
generating the representations, according to a first embodi 
ment herein. The representations, an example of which has 
been illustrated in FIG. 4, for each of the morphological 
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8 
classes stored at the memory device 55 can be generated using 
training data corresponding to each of the respective morpho 
logical classes. As mentioned above, the representation cor 
responding to a morphological class represents training data 
corresponding to that morphological class. For example, the 
training data can include one or more portions of electro 
physiological signals for each of the morphological classes. 
The portion of an electrophysiological signal for a morpho 
logical class is such that the morphological class can be 
identified from the characteristics of that portion. In an 
aspect, the portions can include predetermined training seg 
ments of electrophysiological signals. In an aspect, the pre 
determined training segments can be segments which have 
been segmented manually, for example by a clinician or a 
doctor. Accordingly, the module 170 comprises training data 
corresponding to the morphological classes. In the shown 
example of FIG. 5, the morphological classes referred to as e. 
healthy, disease A, disease B, and disease C, designated by the 
blocks 172, 174, 176, 178 respectively. For example, if the 
test electrophysiological signal 45 of FIG. 1 is an ECG signal 
100 as illustrated in FIG. 3, the morphological classes can be 
healthy, elevated ST, depressed ST, and arrhythmia and the 
training data may include one or more predetermined training 
segments, such as, P wave, PR segment, QRS complex, ST 
segment, T wave and U wave. The training data correspond 
ing to the morphological classes are provided to a generator 
180 for generating one or more reference segments represent 
ing each of the one or more similar portions corresponding to 
each of the morphological classes. The generator 180 can be 
configured to represent the reference segments using either a 
state-based statistical model, such as, a hidden Markov model 
(HMM), or a template based model. The state-based model 
provides a compact representation of the training data. How 
ever, a wide range of intra-class variability may not be cap 
tured when the state based model is used. In contrast to this, 
a template based model is used for representing the training 
data using the complete information of the training data. This 
enables capturing the intra-class variability better. Addition 
ally, the template based model provides more accurate bound 
aries of segmentation of the test electrophysiological signal 
45 of FIG. 1. 

In an aspect, the generator 180 is configured to generate the 
reference segments using a template based approach by form 
ing an average time structure for each of the reference seg 
ments by averaging signal values of corresponding plurality 
of similar portions corresponding to a morphological class. 
The portions can be divided into a sequence of time windows 
and the signal values of the time windows can be used to form 
the average time structure. A time window of the portion is a 
particular time instance of the portion. For example, if the test 
electrophysiological signal to be analyzed is an ECG 100 of 
FIG. 3, the similar portions of a morphological class can be a 
plurality of Pwaves, a plurality of PR segments, or a plurality 
of QRS complex, etc. The similar portion of training data for 
a morphological class can be mapped non-linearly for form 
ing the average time structure. Non-linear mapping can be 
carried out in accordance with dynamic time warping (DTW) 
methods or in accordance with Viterbi mapping. The align 
ment unit 185 aligns the reference segments corresponding to 
each of the morphological classes to the respective represen 
tation. Alignment of the training data at the alignment unit 
185 to the respective representations provides the represen 
tations for the respective morphological classes, for example, 
representation healthy 186, representation disease A187, 
representation disease B 188, and representation disease C 
189. 
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FIG. 6 is a flow diagram illustrating one embodiment of a 
method of generating the representations using reference seg 
ments by averaging signal values of time windows of corre 
sponding portions of electrophysiological signals. At step 
195, each of the portions of the training data is subdivided into 
a sequence of time windows j. At step 198, the signal values 
of the corresponding time windows are averaged non-linearly 
to obtain the average time structure. The average time struc 
ture obtained comprises a plurality of average time windows. 

The mapping of the characteristic vectors to obtain the 
average includes computing a distance D(i,j) between the 
portions Tand the average time structure R. The distance D(i. 
j) defines a measure of dissimilarity between a portion T and 
the average time structure R. The computation of the distance 
D(i,j) includes computation of differences d(i,j) between the 
signal values of the time window i of the average time struc 
ture R and the time window of the portion T. The difference 
d(i, j) defines a measure of dissimilarity between the time 
window iof the average time structure Rand the time window 
of the portion T. If I is the length of the average time structure 
Rand J is the length of the portion T, the pathis forced to begin 
at point D(1, 1) and end at D(I,J). The distance D(i,j) for 
DTW can be defined as: 

where, i is the time window index of the average time 
structure Randjis the time window index of the portion T of 
the training data. The local continuity constraint for comput 
ing the distance D(i,j) is illustrated in the example of FIG. 7. 
In the shown example of FIG. 7, the local continuity con 
straint is illustrated as the transition to the grid point 212d can 
be made only from the grid points 212a, 212b and 212c. 

Referring again to FIG. 6, backtracking from the point D(I, 
J) yields the optimal path p-i, j and the corresponding 
mapped set of time windows i of the portion T and average 
time windows of the average time structure R R(i),T(). 
where k, is an index of a grid point on the optimal path p. The 
average time structure R, can be computed by successive 
weighted averaging of n instances as follows: 

R(k) =(l i), (i)+(), (ii), k = 1 ... K (2) it. 

where, K is the number of grid points on the optimal pathp 
and R. (i) is the average of the previous n-1 templates. 
From equation (2) it can be observed that the averaging of the 
characteristic vectors is performed Successively to obtain the 
average time structure. 
The new time axis for the instance R, of the average time 

structure can be computed as: 

1 1 (3) p(K)=(1-t) + (), k = 1 ... K it. it. 

The time axis obtained using equation (3) is transformed to 
a constant duration P where P is the constant duration of all 
instances of the portions. The transformation can be per 
formed as: 
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k) = P k (4) p2(k) = Pi ( ) 

Referring now to equation (4), p(k) may have non-integer 
values, and thus, a time axis p(k) is defined, where k=1,2, 
3 ... P. The values of the average time structure R(k) are 
interpolated to get the new average time structure R(k). 

Additionally, at step 200, in an aspect each portion T of 
training data is analyzed in each time window i to obtain a 
characteristic vector for each of the time windowsj. A char 
acteristic vector of a time window represents signal value in 
that time window. At step 205, the characteristic vectors of 
similar portions T={T.T.T.s....T. ... } of a morphological 
class are mapped non-linearly to the corresponding average 
time windows of the average time structure R. Thus, in case 
the characteristic vectors of the similar portions T={T, T, 
Ts....T.,...} are mapped to the corresponding average time 
windows of the average time structure, the average time win 
dows will comprise a plurality of the mapped characteristic 
vectors. This enables in accounting for the intra-class Vari 
ability found in the portions of the electrophysiological sig 
nals of the training data corresponding to a morphological 
class. 

FIG. 8 is an exemplary graphical representation illustrating 
mapping of similar portions of training data onto the corre 
sponding average time windows of the average time structure. 
The average time structure is designated as 215 and the time 
windows of the average time structure 215 are designated as 
216a, 216b, 216e, 216d. 216e and 217f. The similar portions 
are designated as 220, 225 and 230. As the time windows 
221a, 226a, 231a and 231b of the portions 220, 225 and 230 
correspond to the time window 216a of the average time 
structure 215, the characteristic vectors of the time windows 
221a, 226a, 231a and 231b are mapped to the average time 
window 216a of the average time structure 215. Similarly the 
characteristic vectors of the time windows 221b and 226b are 
mapped onto the average time window 216b of the average 
time structure 215. 

Referring again to FIG. 6, next at step 210, the reference 
segments corresponding to a morphological class are aligned 
by the alignment unit 185 to form the respective representa 
tions. The reference segments are aligned by concatenating 
the reference segments in a predetermined order. For 
example, for representations according to the embodiments 
described herein, for ECG 100 of FIG. 3, the reference seg 
ments corresponding to P wave, PR segment, QRS complex, 
ST segment, T wave will be concatenated in the order as they 
appear in an ECG signal. Reference segments corresponding 
to U Wave for ECG signals may not be generated as U wave 
is normally not visible for all ECG signals. 

Referring now to FIG. 2, the step 80 of comparing the 
signal values of each of the test time windows with the refer 
ence signal values of the reference time windows of the ref 
erence segments, the step 82 of defining of grid points, the 
step 83 of obtaining the warping path and the step 84 of 
Summing the differences along the grid points of the warping 
paths will be described in detail now. Typically, as the por 
tions of an electrophysiological signal are in a fixed pattern, 
the cycle of the test electrophysiological signal is compared 
with the representations non-linearly in a predetermined 
order. Non-linear comparison involves expanding or com 
pressing portions of signals so that the portions are aligned for 
comparison. In contrast, linear comparison involves expand 
ing or compressing the whole signal to align the signals for 
comparison. As different portions of electrophysiological 
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signals can be of different time scales based on the abnormal 
ity of the anatomical part, the non-linear comparison enables 
in accounting for intra-class variability between the portions 
in a more appropriate manner. In an aspect, the predetermined 
order can be the order of the respective portions of an elec 
trophysiological signal. For example, if the electrophysi 
ological signal is an ECG signal, transition into the QRS 
complex can be done from the PR segment only and transition 
into the PR segment can be done from the P wave only. In an 
aspect, the non-linear comparison in the predetermined order 
can be performed using forced aligned onepass dynamic pro 
gramming (DP) algorithm. 

FIG. 9A illustrates a graphical representation of an 
example of comparison of a the representation 161 compris 
ing concatenated reference segments REF SEGA, REF SEG 
B, REF SEG C, REF SEGD, REF SEG E and REF SEGF 
designated as 163A, 163B, 163C, 163D, 163E, 163F respec 
tively and a cycle of the test electrophysiological signal. In the 
shown example of FIG.9A, reference segments 163A, 163B, 
163C, 163D, 163E, 163F are concatenated in a predetermined 
order to form the representation 161. 

The steps 80, 82.83, 84 of FIG. 2 will now be described in 
detail with reference to FIG.9A. For describing the steps 80, 
82, 83, 84 of FIG.2 mathematically, following assumptions 
are made. The different morphological classes are denoted as 
w={w, w, . . . ww.}, where w denotes a morphological 
class, N is the total number of morphological classes. Each 
morphological class corresponds to a representation, such as 
the representation 161, comprising one or more concatenated 
reference segments denoted as R(k), where k=1,2,3 ... N, 
where N is the number of reference segments concatenated 
in the representations corresponding to a morphological 
class. Each reference segment is denoted as R', where k"-1, 
2,3 ... P., where P is the number of reference time windows 
in the reference segment. In aspects, where the reference 
segment comprises an average time structure, each of the 
average time windows of the average time structure com 
prises a plurality of corresponding characteristic vectors, 
such as the characteristic vectors 165, of portions of the 
training data that are mapped with the respective average time 
windows of the average time structure. Thus, it is assumed 
that each time window of the reference segment has M char 
acteristic vectors of the portions of the training data mapped 
onto it. The test time windows of the cycle of the test electro 
physiological signal is denoted as q and Q is the total number 
oftest time windows of the cycle of the test electrophysiologi 
cal signal. During the comparison process, each of the test 
signal values of the test time windows q of the cycle are 
compared with the reference signal values of the reference 
time windows P of the reference segments R(k) to obtain a 
difference. For example, if the characteristic vectors of the 
similar portions of training data are mapped onto the corre 
sponding average time windows of the average time structure, 
the difference between test signal values of test time windows 
of the cycle of the test electrophysiological signal and the 
corresponding characteristic vectors of reference time win 
dows of the reference segment is computed as the minimum 
of the differences between the respective test signal values 
and the respective characteristic vectors of the reference time 
windows and can be mathematically denoted as: 

(5) 

where, d (qk'.k"w) is the difference in signal values 
between the time window q and them" centroid of the k" time 

5 

10 

15 

25 

30 

35 

40 

45 

50 

55 

60 

65 

12 
window of the reference segment k" of the morphological 
class w. Thus computing the difference between the time 
window of the cycle of the test electrophysiological signal 
and the characteristic vectors of the potions of the training 
data aligned with the reference segment enables in combining 
all possible characteristic vectors of the portions of the train 
ing data. 

Thereafter, the grid points 237 associated with the respec 
tive test time windows, respective reference time windows 
and the respective differences are defined. In the shown 
example of FIG. 9A, the test signal value of the test time 
window 238 is compared with the characteristic vectors 165a 
and 165b and the difference is computed as the minimum of 
the two differences. The grid point 237a illustrated is defined 
by being associated with the difference, and the reference 
time window containing the characteristic vectors 165a, 165b 
and the test time window 238. The grid points 237, when 
tracked, provide the warping path. Thus, the warping path can 
be obtained from a sequence of grid points 237. The grid 
points 237 obtained during the comparison can be stored at a 
memory. The memory can be an internal memory of the 
processor 50 or an external memory, Such as the memory 
device 55. 
As the reference segments are concatenated in a predeter 

mined order in the representation, the warping path can 
advantageously be obtained using the grid points non-linearly 
in a predetermined order. Additionally, the warping path can 
be obtained such that the respective differences between the 
time windows of the test electrophysiological signal and the 
corresponding reference time windows of the reference seg 
ments are minimized. The differences accumulated between 
the time window of the test electrophysiological signal and 
the corresponding time window of the reference segment is 
denoted as D(ck'k",w). In an aspect the warping path can be 
obtained using a forced aligned onepass dynamic program 
ming algorithm. The forced aligned onepass dynamic pro 
gramming algorithm enables in obtaining the warping path 
non-linearly in a predetermined order. The forced aligned 
onepass dynamic programming algorithm will obtain the 
warping path such that the respective differences over all the 
test time windows are minimized. In an aspect, the forced 
aligned onepass dynamic programming algorithm includes 
using within wave recursion and cross wave recursion to 
obtain the warping path. The recursions are described in 
detail in the following paragraphs. 
The within wave recursion is computed for all Q time 

windows of the test electrophysiological signal and all time 
windowsk" of all the reference segments except fork"=1, i.e., 
the recursion is applied to all time windows except the first 
time window of the reference segment. The recursion can be 
computed as: 

In the shown example of FIG.9A, the within wave recur 
sion is illustrated as the transition to the grid point 237e from 
either of the gridpoints 237b, 237c, 237d. Moreover, it can be 
observed that the transition is occurring within the same 
reference segment 163B. 
The cross wave recursion is computed for all Q time win 

dows of the test electrophysiological signal and for the time 
window k"=1 of all the reference segments. This recursion 
allows a transition into the first time window of a reference 
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segment from the last frame of the previous reference seg 
ment. This recursion can be computed as: 

For the first reference segment of the representation, i.e., 
for the reference segment k=1, the difference is assigned as 
the difference D(ck'.k",w) accumulated between all the time 
windows of the test electrophysiological signal and the cor 
responding time windows of the reference segment. The cross 
wave recursion is illustrated in the example of FIG.9A as the 
transition to the grid point 237g from the grid point 237f. The 
grid point 237 fis associated with the reference segment 163E 
and the grid point 237g is associated with the reference seg 
ment 163F. Thus, the transition from the grid point 237f to the 
grid point 237g includes the transition from the reference 
segment 163E to the reference segment 163F. 
FIG.9B illustrates an example of a warping path obtained 

according to the embodiments described herein. In the shown 
example of FIG. 9B the warping path 240 illustrated is 
obtained using the grid points 237, such that, the differences 
along the respective grid points 237 of the warping path 237 
is minimum. 

FIGS. 9C and 9D illustrate exemplary representations for 
obtaining of the warping path using real numbers. Referring 
now to FIG. 9C, the representation 161 comprises reference 
segments 163A and 163B. The characteristic vectors 165 of 
each of the reference time windows depict the corresponding 
signal values. Referring now to FIG.9D, the signals values of 
the test time windows of the cycle of the test electrophysi 
ological signal are compared with the values of the charac 
teristic vectors 165 of the of the reference segments 163A and 
163B. The difference is selected as the minimum of the dif 
ferences between the test signal value and the values of the 
characteristic vectors 165 of a reference time window. The 
gridpoints 237 are defined in association with the differences, 
respective reference time windows and the respective test 
time windows. The warping path 240 is obtained using the 
grid points 237 such that the sum of the differences along the 
grid points 237 of the warping path 240 is minimized. 

Referring now again to FIG.9A, at the end of the recursion 
process with respect to Q time windows of the test electro 
physiological signal, the cumulative distance D computed 
by the processor 50 of FIG. 1 for the warping path of the test 
electrophysiological signal can be denoted as: 

(8) 

Referring now to step 85 of FIG. 2, the warping path having 
the least cumulative distance is determined. The least cumu 
lative distance D* can be determined using the following 
condition: 

min D, 
lswsw 

(9) 

The morphological class for the representation for which 
the warping path has the least cumulative distance is identi 
fied as the class of the test electrophysiological signal 45. 
FIG. 10 illustrates an exemplary graphical representation of 
classification of the test electrophysiological signal to the 
morphological class for which the warping path 240 has the 
least cumulative distance. In the shown example of FIG. 10, 
three representations 161a, 161b and 161c are illustrated for 
explanation purposes. It is shown that the warping path 240 of 
the representation 161b has the least cumulative distance 
amongst the warping paths of the representations 161a, 161b 
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and 161c. Thus, the test electrophysiological signal 45 of 
FIG. 1 can be classified to morphological class corresponding 
to the representation 161b. 

Referring now to step 90 of FIG. 2, the segments of the 
cycle of the test electrophysiological signal 45 can be 
obtained using the warping path having the least cumulative 
distance. The segments of the test electrophysiological signal 
are obtained as the respective time periods of the intersection 
of the warping path 240 with the respective boundaries of the 
reference segments of the representation. FIG. 11 illustrates 
an exemplary graphical representation of segmentation of the 
test electrophysiological signal. In the shown example of 
FIG. 11, the representation 161 comprises three reference 
segments REF SEGA 163A, REF SEG B 163B, REF SEG 3 
163C, concatenated in a predetermined order. The warping 
path of the cycle of the test electrophysiological signal 45 of 
FIG. 1 is designated as 240. The boundaries of the reference 
segment 163A are 167A, 167B. The boundaries of the refer 
ence segment 163B are 167B, 167C. The boundaries of the 
reference segment 163C are 167C, 167D. The corresponding 
segments SEGA 249A, SEG B 249B, SEG C 249C of the 
cycle of the test electrophysiological signal 45 are determined 
as the time periods of the intersection of the warping path 240 
with the corresponding boundaries 167A, 167B, 167C, 167D 
of the reference segments 163A, 163B, 163C. As illustrated in 
the example of FIG. 11, the segment 249A of the cycle of test 
electrophysiological signal 45 can be determined as the time 
period of the intersection of the warping path 240 with the 
boundaries 167A, 167B of the reference segment 163A. 
Similarly, the segments 249B, 249C of the cycle of the test 
electrophysiological signal 45 can be determined as the time 
period of the intersection of the warping path 240 with the 
boundaries 167B, 167C of 163B and 167C, 167D of 163C 
respectively. 

FIG. 12 illustrates a flow chart of a process used by system 
10 for analyzing an electrophysiological signal according to 
an embodiment herein. The electrophysiological signal can 
be obtained from the body of the patient using electrophysi 
ological techniques. Such as, for example, using electrodes or 
by optical means. Following the start step at 250, at step 255, 
the electrophysiological signal representing electrical activ 
ity of a bodily part of a patient is acquired by the acquisition 
device 40. At step 260, a cycle of the test electrophysiological 
signal 45 is divided into a plurality of test time windows. Next 
at step 265, a test signal value of each of the plurality of test 
time windows is compared with a reference signal value of a 
plurality of reference time windows of one or more reference 
segments of a plurality of respective representations repre 
senting a plurality of respective predetermined morphologi 
cal classes to obtain a difference between the test signal value 
of each of the plurality of test time windows and the reference 
signal value of the plurality of reference time windows of the 
one or more reference segments. Moving next to step 267, a 
plurality of grid points are defined associated with the respec 
tive test time windows, respective reference time windows 
and the respective differences. Next at step 270, a warping 
path is obtained over all test time windows using the grid 
points non-linearly in a predetermined order. At step 275, 
differences along the grid points of each of the warping paths 
corresponding to each of said plurality of respective repre 
sentations are Summed to obtain a cumulative distance for 
each of said warping paths. Next at step 280, the test electro 
physiological signal 45 of FIG. 1 is classified into one of the 
predetermined morphological classes corresponding to the 
warping path having the least cumulative distance. The pro 
cess of FIG. 12 terminates at step 285. 
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FIG. 13a through FIG. 13e provide a graphical represen 
tation of experiment results of classification and segmenta 
tion for ECG signals with respect to different morphological 
classes obtained using the embodiments described herein. For 
the experiment purpose, the ECG data was generated using 
the ECG function in MALTAB. The morphological classes 
for the ECG consider herein are, normal ST segment, hori 
Zontal depressed ST segment, downsloping depressed ST 
segment, upsloping depressed ST segment, and elevated ST 
segment. The training data comprised of fifty similar portions 
for each of the morphological class. Ten test ECG signals 
were generated for each of the morphological classes. FIG. 
13a provides the graphical representation of segmentation of 
an ECG signal with normal ST segment. FIG. 13b provides 
the graphical representation of segmentation of an ECG sig 
nal with horizontal depressed ST segment. FIG. 13c provides 
the graphical representation of segmentation of an ECG sig 
nal with downsloping depressed ST segment. FIG. 13d pro 
vides the graphical representation of segmentation of an ECG 
signal with upsloping depressed ST segment. FIG. 13e pro 
vides the graphical representation of classification and seg 
mentation of an ECG signal with elevated ST segment. In the 
shown FIGS. 13a to 13e, the corresponding real segments of 
the ECG signal are within the boundaries designated by the 
lines 290. The segmentation obtained using the embodiments 
described herein is illustrated by the corresponding hatched 
sections. In the shown examples of FIGS. 13a to 13e, two 
different hatching patterns have been used to distinguish 
between two adjacent segments. The hatched portion 295a 
designates a part of the iso-electric line. The hatched portions 
295b, 295c, 295d, 295e, 295? and 295g designate P wave, PR 
segment, QRS complex, ST segment, T wave and U wave 
respectively. 
The embodiments described herein enable in more accu 

rate automated classification and segmentation of electro 
physiological signals. Generation of the reference segments 
using non-parametric techniques enables in taking account of 
intra-class variability of the training data. Additionally, the 
segmentation obtained using the embodiments herein are 
more accurate as the temporal continuity of the reference 
segments of the representations are maintained during the 
formation of the representations. Mapping multiple charac 
teristic vectors with the respective time windows of the aver 
age time structure to form the representations reduces the 
amount of processing required and thus, reduces the compu 
tational complexity for forming the representations. 

The foregoing description of the specific embodiments will 
so fully reveal the general nature of the embodiments herein 
that others can, by applying current knowledge, readily 
modify and/or adapt for various applications such specific 
embodiments without departing from the generic concept, 
and, therefore, such adaptations and modifications should and 
are intended to be comprehended within the meaning and 
range of equivalents of the disclosed embodiments. It is to be 
understood that the phraseology or terminology employed 
herein is for the purpose of description and not of limitation. 
Therefore, while the embodiments herein have been 
described in terms of preferred embodiments, those skilled in 
the art will recognize that the embodiments herein can be 
practiced with modification within the spirit and scope of the 
appended claims. 
What is claimed is: 
1. A system for analyzing an electrophysiological signal, 

comprising: 
an acquisition device for acquiring a test electrophysi 

ological signal associated with an anatomical part of a 
patient; and 
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a processor configured to: 
divide a cycle of said test electrophysiological signal into a 

plurality of test time windows; 
compare a test signal value of each of said plurality of test 

time windows with a reference signal value of a plurality 
of reference time windows of one or more reference 
segments of a plurality of respective representations rep 
resenting a plurality of respective predetermined mor 
phological classes to obtain a difference between said 
test signal value of each of said plurality of test time 
windows and said reference signal value of said plurality 
of reference time windows of said one or more reference 
segments, said one or more reference segments being 
formed using respective training data; 

define a plurality of grid points associated with respective 
ones of said test time windows, respective reference time 
windows and respective differences: 

obtain a warping path over said test time windows using 
said grid points non-linearly in a predetermined order, 

Sum differences along said grid points of each of said 
warping paths corresponding to each of said plurality of 
respective representations to obtain a cumulative dis 
tance for each of said warping paths; and 

classify said test electrophysiological signal into one of 
said respective predetermined morphological classes 
corresponding to said warping path of said respective 
representation having the least said cumulative distance. 

2. The system according to claim 1, wherein the training 
data comprises one or more predetermined training segments 
corresponding to each of said respective predetermined mor 
phological classes. 

3. The system according to claim 2, wherein each of said 
reference segments for each of said plurality of respective 
representations comprises an average time structure, said 
average time structure formed by averaging signal values of 
corresponding time windows of a plurality of said predeter 
mined training segments non-linearly, said average time 
structure having a plurality of average time windows, said 
average time windows being said reference time windows of 
said reference segments. 

4. The system according to claim 3, wherein said average 
time windows comprises 

a characteristic vector of each of said time windows of the 
plurality of said predetermined training segments 
mapped onto the corresponding said average time win 
dows such that said average time windows comprise a 
plurality of characteristic vectors, said characteristic 
vectors mapped non-linearly, said characteristic vector 
for each of said time windows obtained by analyzing the 
respective said time window. 

5. The system according to claim 4, wherein the processor 
is configured to determine said difference as the minimum of 
the differences between said test time window and said char 
acteristic vectors of said reference time windows. 

6. The system according to claim 1, wherein said respective 
representation comprises a plurality of said reference seg 
ments concatenated in a predefined order. 

7. The system according to claim 1, wherein the processor 
is configured to obtain said warping path using a forced 
aligned onepass dynamic programming algorithm. 

8. The system according to claim 1, wherein the processor 
is further configured to segment said cycle into one or more 
segments based on said warping path of said cycle of electro 
physiological signal corresponding to said respective repre 
sentation having the least said cumulative distance. 

9. The system according to claim 8, wherein said one or 
more segments of said cycle are derived as respective time 
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periods of intersection of said warping path with boundaries 
of respective said one or more reference segments of said 
respective training model having the least said cumulative 
distance. 

10. The system according to claim 1, wherein said test 
electrophysiological signal is a electrocardiogram (ECG) sig 
nal representing heartbeat cycles of a heart of said patient, 
said one or more predetermined respective training segments 
corresponding to said plurality of respective predetermined 
morphological classes include, one or more of a respective 
P-wave segment, one or more of a respective PR segment, one 
or more of a respective QRS complex segment, one or more of 
a respective ST segment, and one or more of a respective 
T-wave segment. 

11. A system for analyzing an electrophysiological signal, 
comprising: 

an acquisition device for acquiring a test electrophysi 
ological signal associated with an anatomical part of a 
patient; 

a memory device having stored therein a plurality of 
respective representations representing a plurality of 
respective predetermined morphological classes, each 
of said plurality of respective representations formed 
using one or more reference segments, each of said one 
or more reference segments being formed using respec 
tive training data, each of said reference segments com 
prising a plurality of reference time windows; and 

a processor configured to: 
divide a cycle of said test electrophysiological signal into a 

plurality of test time windows; 
compare a test signal value of each of said plurality of test 

time windows with a reference signal value of said plu 
rality of reference time windows of said one or more 
reference segments to obtain a difference between the 
test signal value of each of said plurality of test time 
windows and said reference signal value of said plurality 
of reference time windows of said one or more reference 
Segments, 

define a plurality of grid points associated with the respec 
tive ones of said test time windows, respective reference 
time windows and respective differences: 

obtain a warping path over said test time windows using 
said grid points non-linearly in a predetermined order; 

Sum differences along said grid points of each of said 
warping paths corresponding to each of said plurality of 
respective representations to obtain a cumulative dis 
tance for each of said warping paths; and 

classify said test electrophysiological signal into one of 
said respective predetermined morphological classes 
corresponding to said warping path of said respective 
representation having the least said cumulative distance. 

12. A method of analyzing an electrophysiological signal, 
comprising: 

acquiring a test electrophysiological signal associated with 
an anatomical part of a patient; 

dividing a cycle of said test electrophysiological signal into 
a plurality of test time windows by a processor; 

comparing, by said processor, a test signal value of each of 
said plurality of test time windows with a reference 
signal value of a plurality of reference time windows of 
one or more reference segments of a plurality of respec 
tive representations representing a plurality of respec 
tive predetermined morphological classes to obtain a 
difference between said test signal value of each of said 
plurality of test time windows and said reference signal 
value of said plurality of reference time windows of said 
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one or more reference segments, said one or more ref 
erence segments being formed using respective training 
data; 

defining a plurality of grid points associated with the 
respective ones of said test time windows, respective 
reference time windows and respective differences, by 
said processor; 

obtaining a warping path over said test time windows using 
said grid points non-linearly in a predetermined order by 
said processor; 

Summing differences along said grid points of each of said 
warping paths corresponding to each of said plurality of 
respective representations to obtain a cumulative dis 
tance for each of said warping paths by said processor: 
and 

classifying said test electrophysiological signal into one of 
said respective predetermined morphological classes 
corresponding to said warping path of said respective 
training model having the least said cumulative distance 
by said processor. 

13. The method according to claim 12, wherein said train 
ing data comprises one or more predetermined training seg 
ments corresponding to each of said respective predetermined 
morphological classes. 

14. The method according to claim 13, wherein each of said 
reference segment for each of said plurality of respective 
representations comprises an average time structure, said 
average time structure formed by averaging signal values of 
corresponding said time windows of a plurality of said pre 
determined training segments non-linearly, said average time 
structure having a plurality of average time windows, said 
average time windows being the reference time windows of 
said reference segments. 

15. The method according to claim 14, wherein said aver 
age time windows comprises 

a characteristic vector of each of said time windows of the 
plurality of said predetermined training segments 
mapped onto the corresponding said average time win 
dows such that said average time windows comprise a 
plurality of characteristic vectors, said characteristic 
Vectors mapped non-linearly, said characteristic vector 
for each of said time windows obtained by analyzing the 
respective said time window. 

16. The method according to claim 15, wherein said dif 
ference is determined by said processor as the minimum of 
the differences between said test time window and said char 
acteristic vectors of said reference time windows. 

17. The method according to claim 16, wherein said 
respective representation comprises a plurality of said refer 
ence segments concatenated in a predefined order. 

18. The method according to claim 12, wherein said warp 
ing path is obtained by said processor using a forced aligned 
onepass dynamic programming algorithm. 

19. The method according to claim 12, further comprising 
segmenting by said processor said cycle into one or more 
segments based on said warping path of said cycle corre 
sponding to said respective representation having the least 
said cumulative distance. 

20. The method according to claim 18, wherein said one or 
more segments of said cycle are derived as respective time 
periods of intersection of said warping path with boundaries 
of respective said one or more reference segments of said 
respective representation having the least said cumulative 
distance. 


